Figure 1: Screenshot of the prototype. The picture shows the
graph used in the study with different edge variants, a labeled
node, and link details for a selected link.
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Abstract

Current mobile devices have the necessary technological
capabilities to support situated, augmented reality (AR)
visualizations. Especially when dealing with data that is
inherently spatial in nature or has a strong connection to
the physical environment, 3D data visualizations may be
suitable. One specific use case is the node-link visual-
ization of network connections and their edge attributes,
e.g., to show link capacity or connectivity in LAN or loT net-
works. So far, however, there has been very little research
on which visual variables to use. We implemented eight

link variants and report on the findings of an initial study in
which we compared these different visual variables for edge
attributes in 3D AR node-link diagrams.
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Introduction & Background
New classes of mobile devices such as AR headsets and
current smartphones support Augmented Reality appli-
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Figure 2: The four static
techniques that we used in our
study, from top to bottom: color,
different primitives, curvature, and
stippling patterns.

cations and allow to go beyond classic 2D visualizations.
In-situ visualizations have the potential to support ad-hoc
analysis processes [4, 5]. They may support serendipity [2]
and spatial interaction has been shown to improve perfor-
mance in navigation tasks for 3D visualizations [3]. They
suffer from the well-known, general problems of 3D visu-
alizations such as occlusion, misleading perspective, and
readability. Still, they are useful when dealing with data that
is either spatial in nature, e. g., volumetric data, or has a
strong connection to physical locations, e. g., data linked

to objects. One particular example for this class of visual-
izations are 3D node-link diagrams of networks between
real-world objects or locations, e. g., computer networks.
AR link visualizations could also be used to show semantic
connections between both virtual and real-world objects,
e.g., to differentiate between types of labels or annotations
attached to physical objects.

Node-link diagrams have extensively been used to visual-
ize graph data. However, there is surprisingly little research
specifically on how to visualize link attributes. Notable re-
search in this area includes the work by Holten et al. [7] on
techniques for directed edges, Guo et al.’s detailed exam-
ination of uncertainty visualization [6], and, very recently,
the design space for animated edge textures presented

by Romat et al. [8]. For 3D graph visualizations, past re-
search has often focused on the potential of stereoscopic
representations, examining the influence of stereo cues in
comparison to 2D representations (e.g., [9, 10]) and also
considering AR representations [1]. To our knowledge, how-
ever, the question which visual variables are best suited to
encode link attributes in 3D AR graph visualizations has not
been directly addressed yet.

In this paper, we present our current work towards an-
swering this research question. We conducted an initial

user study comparing eight different, basic visual encod-
ings for link attributes regarding their usefulness regard-
ing both nominal data (i. e., labels) and ordinal data (i. e.,
ranked/ordered values).

Prototype

Given the lack of conclusive, prior research in this area, we
were particularly interested to get a general idea of which
visual variables to use to encode link attributes, informing
future, more specific research. To this end, we built a pro-
totype AR application for Google’s Project Tango tablet.

We chose this platform because we wanted to focus on

a form factor close to current generation, hand-held mo-
bile devices. The design of our prototype was influenced
by the use case of the management and maintenance of
small-scale local computer networks, typically found, e.g.,
in the offices of small and medium-sized businesses. Ac-
cordingly, the prototype shows a set of network devices and
connections between them as a 3D AR node-link diagram
(Figure 1). For the study, we manually placed the nodes at
the location of devices such as laptop computers, PCs, and
a printer. We implemented eight variants to map attributes
on links using different visual encodings shown in Figure 2
and Figure 3:

(a) Color In this variant, an attribute is mapped to differ-
ent colors (hues). When using color, one should consider
that cluttered, colorful environments may affect the user’s
ability to distinguish different color tones in an AR applica-
tion.

(b) Primitives Different (nominal) values can be mapped
by constructing the edges from different basic geomet-

ric primitives, e. g., pyramids, cones or cylinders. Scale or
shape could also encode specific values but 3D perspective
does not necessarily allow an easy comparison between



Figure 3: The four dynamic
variants, from top to bottom:
blinking, alternating stippling,
animated stippling, and animated
segments

edges.

(c) Curvature For curvature, the edges are implemented
as quadratic Bézier curves. By defining the distance of the
control point, the curvature of the curve can easily be con-
trolled to encode different values.

(d) Stippling patterns Different stippling patterns and
also their animations (see below) are often used to encode
link data [8]. Not only can different patterns encode different
nominal values, but the distance between segments or their
size can also be used to visualize ordinal data.

(e) Blinking Blinking edges can be easily perceived, in
many cases even pre-attentively. By controlling the fre-
quency, values can be encoded. However, visual overload
should be considered.

(f) Alternating stippling A “softer” form of blinking is to
periodically change between different stippling patterns,
e.g., between a solid line and simple pattern. Again, the
frequency but also the patterns itself can be used to visual-
ize attributes.

(g) Animated stippling In this variant, a a stippling pat-
tern is animated to simulate a flow. Besides showing a di-
rection, this technique can also be used to encode data by
changing the animation speed, i. e., the velocity of the flow.

(h) Animated segments In what we call animated seg-
ments, an enlarged segment (e. g., a cube or cylinder) is
moving along the edge, again showing the direction of the
edge and visualizing an attribute as the speed of its move-
ment.

The prototype allows the user to select an edge to get ad-
ditional, detailed information. The currently selected link
is highlighted with a half-transparent hull (Figure 1). The
structure of the graph and all attributes are stored in a
database and can easily be modified to quickly test differ-
ent configurations.

Tasks & Procedure

We conducted our study in a controlled lab setting. Eight
participants took part in the study (four male, four female,
avg. age 30). All participants had normal or corrected to
normal vision and all successfully completed the study.

After signing informed consent and filling out a short en-

try survey, each participant was given the opportunity to
train the handling of the Tango tablet and the application.
Afterwards, they were shown the eight variants in a counter-
balanced order. Each variant was using the (structurally)
same graph consisting of five nodes and six edges but with
different values for the edges, resulting in, e. g., different
colors in the color variant or different frequencies of the ani-
mations. During the study, participants were asked to freely
explore each variant. No time limit was imposed.

After exploring all eight variants, the participants were asked
to subjectively judge each variant regarding its perceived
suitability to show nominal attributes, its perceived suit-
ability for ordinal attributes, and its aesthetics. All ratings
were based on 5-point Likert-scale items from 1 = not suit-
able/low to 5 = very suitable/high.

Results & Discussion

We were primarily interested to get a general idea of user
acceptance for different, basic encoding strategies for link
attributes. Due to the limited number of participants, we
opted against a deep statistical analysis for the results of
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Figure 4: Average aesthetics rating for the different variants

this initial study. Instead, we only report on the means, be-
lieving that this suffices to inform future studies. One should
note that the data consists of subjective ratings by the par-
ticipants, not, e. g., measured performance data. The re-
sults are shown in Figure 4 (aesthetics) and Figure 5 (suit-
ability for nominal and ordinal data).

In terms of aesthetics, most variants achieved similar re-
sults. Our participants rated color the highest, while blinking
edges were rated lowest. There, specifically, participants
voiced concerns regarding visual clutter.

Regarding the suitability for nominal data, color was rated
highest; every participant gave the highest rating of 5. Even
with the somewhat cluttered backgrounds of an AR appli-
cation, participants seem to feel confident in discerning
different colors. Most of the animated variants were rated
lower than the geometric techniques, with alternating and
animated segments being least preferred for nominal data.
For ordinal data, the results differ: Our participants clearly
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Figure 5: Average suitability rating for the different variants for
both nominal and ordinal data

preferred the variants making use of animation, with static
stippling patterns being the only non-animated variant com-
ing close.

Two interesting points arise from these observations: First,
and not surprisingly, no single variant seems adequate for
all kinds of data. The highest combined rating for both types
of data was given to the animated segments technique but
even there, the reported suitability for nominal data was
only slightly above average. We believe that for any real-
world application, different techniques need to be com-
bined, depending on the data. Second, there appears to be
a dichotomy between static variants and animated variants:
The static variants were always preferred for nominal data
rather than ordinal data and vice versa for the animated
variants. While the individual differences between the tech-
niques may be small, the results seem to support the notion
of animation speed or frequency being suitable indicators
of ordinal data. We believe that the use of appropriate color



scales would greatly increase the perceived suitability of
color for ordinal data. Though not tested in this early exper-
iment, it would be interesting to examine how such scales
should be selected, and how to present them to the user in
an immersive AR application.

Conclusion

In this paper we presented the current results of our ongo-
ing investigation into visualizing 3D node link diagrams in
Augmented Reality. We conducted an initial user study to
assess the suitability of different basic variants for data en-
coding on links. In the future, we aim to run more in-depth
studies, also taking into account specific user tasks related
to graph visualization. We also believe that AR glasses are
a form factor that will become more important with afford-
able devices becoming available. Thus, we have already
ported our framework to the HoloLens and are looking into
comparing hand-held mobile AR with head-worn devices.
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